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Abstract. The paper offers a review of the linguistic liten® dealing with the cognitive ap-
proaches to exploring language. It focuses on fraemantics as presenting a systematic descrip-
tion of language meaning and the role of framesreating conceptual categories. The approach-
es discussed are applied to a corpus of technedbktand the examples are analysed in terms of
the framework suggested.
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1 Introduction

In the last thirty years Cognitive linguistics iaiging grounds as a modern school of lin-
guistic analysis. It emerged in the early 1970sabee of discrepancies between the tradition-
al approaches to language and the modern tendencies development of cognitive science,
especially in studies related to human categoosand Gestalt psychology. In the 1990s the
research in this area spread rapidly and a greawbeun of researchers started recognizing
themselves as ‘cognitive linguists’. According h® teminent cognitive linguist Ronald Lan-
gacker ([1991] 2002, p. xv), this ‘marked the bidh cognitive linguistics as a broadly
grounded, self-conscious intellectual movement'.

Evans and Green (2006, p. 3) describe Cognitivgulstics as “an approach that has
adopted a common set of guiding principles, assiompiand perspectives which have led to
a diverse range of complementary, overlapping @mdetimes competing) theories”. Its fol-
lowers use these theories to build up models, whegnesent the systems behind language.
Cognitive linguists argue against the traditiongw that language is “pre-specified” in the
sense that grammatical organisation is outlinedun minds, and semantic organization is
governed by a pre-existing set of semantic priregivinstead they suggest that linguistic or-
ganisation reflects embodied cognition, which isnomon to all human beings. Rather than
interpreting language as deriving from a specidliset of innate cognitive universals, cogni-
tive linguists see language as a reflection of etrdzbcognition, which serves to delimit what
it is possible to experience, and therefore whigtpiossible to express in language.

There are various perspectives that linguists applgxploring language. Some of them
choose to focus on the systems within and betweands meaning and grammar, or deal
with more applied issues, such as the evolutiotanfuage, language acquisition and the
problems associated with it, language changes twe, or the relationship between lan-
guage, culture and society. For cognitive linguigtss important to relate the systematicity
exhibited by language directly to the processetheémind, and in particular to conceptual
structure and organisation.

To investigate that system they rely upon what lagg tells us about itself. They collect
‘raw data’ from the ordinary language, spoken ewdsy by ordinary people. Linguists de-
scribe language, and based on its properties, fatmthypotheses, which can be tested in a
number of ways.
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2 Frames and scripts

A semantic frame is defined as “a script-like cquuoal structure that describes a particular type of
situation, object, or event and the participants props involved in it” (Ruppenhofer et al 2005:1).
According to Goffman, “frames are basic cognititeistures which guide the perception and repre-
sentation of reality”. Fillmore defines the keyrteframeas “any system of concepts related in such a
way that to understand any one of them you haumdierstand the whole structure in which it fits... a
system of categories structured in accordance sothe motivating context” (2006: 371,381). The
motivating context, in its turn, refers to “somediof understandings, some pattern of practices, or
some history of social institutions, against whie find intelligible the creation of a particulaate-
gory in the history of the language community” (80881).

Frameis the central theoretical notion in Frame seneant term which refers to a wide variety of
approaches to the systematic description of natangluage meanings. These meanings have internal
structure, which is determined relative to a backgd frame or a scene. This thesis can be illestrat
by the following example proposed by Charles Filen(L977c):

(1) I spent three hours on land this afternoon
(2) I spent three hours on the ground this afternoon

The background scene for the first sentence imasggage, while the second sentence refers to an
interruption of an air travel. This illustrates|Fibre’s use of the terrframe as an idealization of a
coherent perception, action, experience, memorgbjact (Fillmore 1977c).

Similarly, in the following examples taken from therpus of technical texts (except for (4a), the
meaning and the conceptual categories construdted raly on the particular frames which are
evoked.

(3) a. Rollers...run on rails which are attached to tregertight bulkhead.
b. Engines which run on residual fuel are normalfy250 mm bore and upward.
c. System 3 has a GMDSS version of the telex tafmtrich runs on a dedicated computer.
d. Steam range lines run on the port and starbadés of the ship...

(4) a. You may occasionally run across the streettdatdangerous.
b. You may occasionally run across a vacuum governor.
c. This equilibrium line ... runs across from a low gpdi@e at low pressure ratio to a high
speed line at high pressure ratio.

Thus sentences (3a) and (4a) refer to actual mdteouiring animate or inanimate agent and
path), whereas the rest of the sentences exhidr @xtended meanings that are metaphorically or
metonymically motivated. Example (3b) is relateartachinery operation/type of the fuel used; (3c) is
associated with computer programme execution (itccbe noted that in the two instances the agent is
inanimate and does not perform actual motion,ciaanot be referred to as a trajectory, and the con-
structions do not feature the settings of SOURCBAG and PATH). Sentences (3d) and (4c) do not
express actual motion, but ‘fictive motion’ (diféert terms found in the literature suggest ‘fictiae-
tion’ (Talmy, 2000), ‘abstract motion’ (Langacker987), or ‘subjective motion’ (Matsumoto, 1996)
and example (4b) denotes perception, with an otoliga animate agent — ‘perceiver’. In all the ex-
amples, however, the construction of the meanirgchieved through frame identification based on
previous knowledge and experience.

There are at least two historical roots of Frammasdics; the first is Fillmore’'s case grammar
(1977a) referring to the syntax and semantics ofuage, the second is Artificial Intelligence (Al)
and the notion oframeintroduced by M. Minsky (1975) in this field ofusty. Here Frame semantics
relates to the notion of frame-based systems ofvlatige representations in Al. This is a highly stru
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tured approach to knowledge representation, whraigb together information about particular ob-
jects and events and classifies them into a taxambi@rarchy similar to biological taxonomies.

On the other hand, in case grammar a case framesesis an abstract scene which recognizes the
participants of the scene (at least). In the sestethey correlate to the arguments of the preshicént
order to interpret correctly a particular sentetieespeaker needs to have mental access to sueh sch
matized scenésOne cannot understand completely the meaning sifigle word (a lexical sign)
without access to all the necessary background letmge relevant to that word. A common example
of a frame, which illustrates the origin of Fransmmantics from Fillmore’s case frames is tioam-
mercial transaction framdn Table 1 the conceftameis applied tduywith in order to represent the
relationships between syntax and semantics.

Table 1. Commercial transaction frame appliedB0Y.

BUYER buy GOODS (SELLER) (PRICE)
subject object from for
Samantha bought a map from the newsa- | for € 10

gent’'s
Jonas bought it for€1l
Elizabeth bought a slicer from Stephen

Table 1 shows that the vetuy requires an obligatory BUYER and GOODS and optigna
SELLER, PRICE, setting, particular interpersonall @ociocultural relationships that link the buyer
and the seller, and so forth. A certain perspecdtwaso adopted; in the casehufy, the focus is car-
ried by the buyer, not the seller. Hence, framesbased on both learned information and repetitive
experiences in life, which store in one‘'s memony tommercial-transaction frame that would be ac-
cessed by the worttoly in a relevant context.

Verbs from the same semantic field suclselsare expected to have the same meaning slots but in
a syntactically different order, which clearly shwthie relation to Fillmore’s case frames:

Table 2. Commercial transaction frame.

VERB BUYER GOODS SELLER MONEY PLACE
buy subject object from for at
sell to
cost indirect subject object at
object
spend subject on object at

1 Different terminology, considerably overlapping, ised by cognitive linguists. For instance, indte&frames Lakoff
(1987) proposeddealized cognitive modelgognitive psychologists suggdgental modelswhile Fauconnier (1994)
deals withMental spaces
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Corresponding frames are evoked by other verbsarticolar contexts. Verbs of motion, for in-
stance require an obligatory subject and an optisetéing pointing out the SOURCE, GOAL, PATH
and MANNER of the activity. The corpus of technitekts exhibits the following examples (see Ta-

bles 3 and 4):
Table 3. Actual Motion Frame applied ®UN
RUNNER verb (SOURCE) (GOAL) (PATH) (MANNER)
lons run around the torus
These lasers run on several
longitudinal
modes
The plasma runs to the wall
Currents run from the mag- | to the iono- | along the mag-
netosphere sphere netic field lines
.. it [oil] runs outof the plug
hole.
...the ship iS running on even keel.
...the shaft IS running at normgl
speed...
The distribu-| runs in bearings in
tor pump's the pump hous-
drive shaft ing...
Tankers run aground...
Table 4. Actual Motion Frame applied BNTER
ENTERER verb GOAL SOURCE PATH MANNER
The DC enters the alternator through a |set
of carbon
brushes and
slip rings.
...the fluid entered the mouth of smoothly...
the pipe
The exhaust may enter the turbine directly from the
gas engine or from a
constant-pressure
chamber.
steam enters at the centre| of
the shaft

The verbs of fictive motion included in the corgoow the same pattern requiring a subject (a
fictive mover), a SOURCE, GOAL and/or PATH and opally MANNER.
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Table 5. Fictive Motion Frame applied iRUN

FICTIVE verb SOURCE GOAL PATH (MANNER)
RUNNER
The fore-| runs into a rear body
body of the section which ig
rudder concave.
The fire| runs the length ofin the form of
main the ship two ring
mains...
Cargo han{ run from two winches
dling wires
...pipes run from the distriby-to the fuel tanks
tion valve (or cock
chests
Girder-like run through  the in a longitudi-
Cross- engine houst nal direction
sections ing
This equilib-| runs | from a low speedto a high speed[across]
rium line across | line at low pressureline at high pres
ratio sure ratio.
Lines of run through cargo
piping tanks

Research in Frame semantics seeks to find andeddfinvarious reasons for creating a conceptual
category (sense) related to a given word in eatheotlifferent cultural settings in which it is dser
not used. This usage is part of the word’s ovenal&ning. Frame theory makes no difference between
referential (denotative) meaning and encyclopedd@amng, as was done in the old componential se-
mantic approach Knowledge of frames allows people to understarmds, while encyclopedic
knowledge is necessary for understanding conceypis, this knowledge is complementary in our
brains.

Image schemaare a subtype dfamesthat seem to be fundamental and universal, plagingle
across languages. They focus largely on physitatioas, motion, and perception. Cognitive lingsiist
argue they are important to the brain for makingsseof more complex ideas. The frafasd con-
structioné (words, syntax, etc.) of a language combine usaleschemas in specific ways.

The following image schemas are the most widely usess-linguistically:

- Trajector-Landmark: this is an asymmetric relatiopsbetween two entities, one of which

(the trajector) is moveable in most of the casabiardescribed in reference to the other one
(the landmark)

- Container: (literal or metaphorical), i.e. a boxpam, a geometric shape, a cell, a body, a ge-

ographic region. The Container has a boundary weth apart the interior from the exterior.

- Source-Path-Goal (SPG): This schema representst@ypical motion event, where the mov-
ing entity starts at a source and moves via a fa#irive at a goal. It is also used metaphori-
cally (e.g.This theory ran into many complicationghis does not refer to literal motion).

Other image schemas include overlap, surroundieax-far, vertical orientation, etc.
(5) The electrons and ions run into the containmenseles

2 “One should not assign to the semantic structéitbenlexicon all the culturally relevant encyclaieinformation existing
in the culture, but include in the meaning onlysaomponents marked by lexical and distributiontrests” (Nida
1975:137).

3In some of the literature, “schema” (also “scr)@t just a synonym for “frame”. In Embodied Constian Grammar, the
schema keyword will be used for frames as welhzsge schemas.

4 See section 3 of the present paper.
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This example evokes Trajector-Landmark, Containad SPG. The motion of the electrons and
ions is being described relative to the vessel. fféjector is associated with the mover role of SPG
which is filled in our scenario with the plasma.eTlandmark is bound to the container role, i.e. the
vessel. Due to the sentence structure the landh@aekis the entire container. Because there isomoti
along a path, we use SPG (see Figure 1):

Sour ce/Path/Goal

Container  goal path  source

interior - / 200 e, exterior

- - . .

H 4~ = Yenst . R R D
trajector X vant K .
- 3 . N .
) g IS :

.

L d . K]

MY

landmark

Fig. 1. Source/Path/Goal frame of motion verbs

- The source is where the motion starts {fio andthroughthis is the exterior of the vessel
(container); forout ofit is the interior of the vessel.

- The goal is where the motion ends (fioto this is the interior of the vessel; fout of and

throughit is the exterior of the vessel).

- The path is where the mover is during the motianm iffto andout ofit is the opening of the

vessel; fothroughit is the entire interior of the vessel.

Frame semantics is applied to a wide range of slalsfiof linguistic theorizing such as Language
Acquisition, Discourse Analysis, and Typology. Resh shows that the central and most successful
application seems to be (computational) lexicogyapha frame-based lexicon the frame explains the
related senses of a single word and its semarétaes to other words. A frame-based lexicon there
fore offers more comprehensive information thantthditional lexicon. An example of computational
lexicography is the FrameNet-System (see Boas 2002)

Frames as used in FrameNet, consist of sets of rolegglations that form part of the meaning of
a lexical item. In the analysis of the followingaemples from the corpus:

(6) However, this is very hard to do, and yaun the risk of frequent stalls

(7) They should not be ignored as, although this woplay safe' in calculating the main hull
strength, itwould run the risk that the superstructure itself would bet strong enough to take the
loads imposed on it at sea.

the software illustrates the frame of the collmratun the risk
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Required_event
Reguirement_scenario
Rescuing

Research

Reserving

Reshaping

Residence
Resolve_problem
Respond_to_proposal
Response
Response_scenario
Responsibility

Rest
Result_of_attempt_scenario
Resurrection
Retaining

Reveal secret
Revenge

Revolution
Rewards_and_punishments
Ride_vehicle
Rising_to_a_challenge
Risk_scenario
Risky_situation

Rite

Roadways

Rope_manipulation

Scareity
Scheduling

Scope

Scouring
Scrutinizing_for
Secrutiny
Searching_scenario
Secrecy_status
See_through
Seeking
Seeking_to_achieve
Self_control
Self_motion
Sending

Sensation
Sent_stems
Sentencing
Separating
Sequence
Serving_in_capacity

FrameNet Data

Lexical Unit Index

Run_risk
Definition:
A [T is described as being exposed to a potentially dangerous situation that may end in a for him- or herself An [ which is in

danger of loss may stand in for the There is no implication that the [JTraaaty intentionally exposes themself to the risky situation. The
[T e may be attempting to achieve some [y, which involves being in a dangerous situation. The of risk involved may also be expressed.
There was a EUSR

Original thinkerskle RISK Sfio their careerd
NOTE: This Frame is currently in the process of being changed so that some instances of at risk.n will be moved to the Being_ at_risk frame, and some will
‘be moved to the Risky_situation frame. In the Being_at_nisk frame, risk 1s almost always supported with at, and its external argument 1s the Asset.
Risky_situation uses of risk include the following

Smoking poses a [[URIA to your health

Smoking is a health (YA,

The most imminent [UIIA is to our infrastructure
‘but (possibly ; still under discussion) not: The most imminent RISK is that our infrastructure may not be able to handle the load. In the Risky_situation
frame, the external argument 1s the Situation, and the Bad_outcome in not expressible. The verb risk.v will remain in the Run_nisk frame, in the sense of he
risked his life for his country. The construction run risk also will remain in the Run_risk frame

FEs:

Core:

Action [Act] The BEBA that creates the risk

runs the (A of offending our core constituents.

Asset [Asset] Something desirable possessed by or directly associated with the [TTaeT ey which might be lost or damaged.
Excludes: Bad_outcome The A p was significant.

A situation that the would like to avoid.

There was no 34

[Protagonist [Protagonist]
Semantic Type: Sentient
Non-Core:

The person who is at risk of some

The intends for his’her actions to benefit Beneficiary in some way.
They would IIE all for their closest friends.

Beneficiary [ben]

srcumstances [cir]

The indicates the state of affairs under which the risky situation holds

it (et RVl L R | SK SEeEt R igaseif vou don't frame your argument properly®

Run the riskrequires a number of core roles and relationsraggonist, Action, Asset, Bad out-
come. As for the non-core ones, they are Beneficiand Circumstances. Although no specialized
corpus can be uploaded in the program and it osdg lits own data, still it contains sufficient info
mation to outline the frame of the analysed coliioca

3 Windowing of attention

The term is used by Leonard Talmy (1993) to redgslacing a portion of a coherent referent situa-
tion into the foreground of attention by the explioention of that portion, while placing the remai
der of that situation into the background of aitemtoy omitting mention of it. The explicitly men-
tioned information “windows the attention” and sé¢ht® event frame. The implicit information in
Talmy’s words is “gapping”. He illustrates his timgavith the following examples:

(8) I spent 50 € on this book at that store last Friday

windowed

gapped
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(9) I spent 50 € on this book at that store last Friday
windowed gapped
(10) I spent 50 € on this book at that store last Friday
windowed

Talmy suggests three options for windowing in thewe example depending on the choice of the
speaker regarding the information he/she wouldtlikeonvey to the listener.

(11) I spent 50 € on this book at that store last Friday

obligatory  optional optional
complement complement adjunct

The event frame of the vedpendevokes SELLER, BUYER, GOODS and MONEY. Other types
of event frames involve the following elements:

- Path

- Causal chain

- Cycle

- Participant interaction

- Interrelationship

A Path Frame is windowed by an object that is physically in raotin the course of a period of
time, therefore it has a beginning and an endpkiance:

(12) Currents run from the magnetosphere to the ionaspakng the magnetic field lines.

beginning end path

This example windows both the beginning and the @nthe running motion together with the
path.

Three types of paths can be differentiated accgrairmalmy (1993):

- Open path: directs one’s attentional focus to thgirming of the motion and the end is
“gapped”, e.gThree locations on samples from various regionswen...

- Closed path: directs one’s attentional focus to éhd of the motion and the beginning is
“gapped”, e.gThis magnetic field... does not allow the plasma totouthe wall.

- Fictive path: directs one’s attentional focus alargpatial path, e.g. X be across Y from Z

TheCausal Chain Event Frame presents a sequence of sub-events, for instance:
(13) Ti-iProp reduced the thickness of the TiO2 undextag 23 nm by running 700 cycles.

Initiatory agent body of intention

A Cycle Event Frame s realized through windowing of a phase thatesated a number of times
(see Figure 2):
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Fig. 2. Cycle Event Frame
(14) Once the electrons have passed the depletion regenmove back...
departure phase return phase

The above example illustrates phase windowing,giesing the departure part of the phase of the
moving entity and the return part of the phaséné&oinitial position.

The Participant-Interaction Windowing involves a situation that consists of two stagé$:a
primary circumstance, (2) some participant(s) extdéng with that circumstance.

(15) They run away together (energetic neutral atomsi) they tire of one another
Participant 1 Circumstance
and thus become separated (plasma).
Participant 2

The Interrelationship Windowing is comprised of elements which are intrinsicajative with
respect to each other. The most salient is ther&@uound interrelationship (it is accounted for in
detail later in the paper), i.e.

(16) The plasma disappeared in a thousandth of a secondjng to the walls of the Stellarator.
Figure Ground

Figure-ground segregation is indispensible whertryvéo separate a figure in a picture from the
background. The figure is the focal element thahd$ out from the background. The Figure is the
concept that needs a reference object to be defametithe Ground is the concept that serves & a re
erence object. In a context these two conceptdearpresented by a pair of static or moving object
interrelated in space — expressed by noun phrasassimple clause. Or the concepts can be events
related in time, or by cause, or other type ofaitin — expressed by the main and subordinateaedaus
of a complex sentence.

The terms Figure and Ground are adopted from Gestgthology. In their linguistic usage, they
have a number of specific characteristics. The fiéigaimore "thing like" and more prominent than the
ground. The Figure is seen as being in front oftthekground and having definite contours when
compared to the Ground. The Figure is the movirtgyerThe non-symmetrical or more abstract ob-
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ject is often perceived as the Ground. The Grosrsken as more “substance like” and extending be-
yond the contours of the Figure. It is a statierefice entity, relative to a reference frame, which
serves to characterize the Figure’s path, locatimhorientation.

This triple division of a spatial scene into a FegyuGround and reference frame allows us to find
correspondence between the linguistic Figure/Grotmcepts to the psychological figure/ ground
concepts. When the Figure and Ground in a linguigipresentation are considered only with respect
to their relation to each other, apart from anykigasund, then the former object is indeed the psych
logical figure and the latter object is the psydgatal ground. Such a double division of a spaita-
ne is the likeliest conceptualization for a sengelike (19)The plasma runs to the waBut consid-
eration of a background can be further includedaftiiple scene division. This is the likeliest cep-
tualization for a sentence like (2@ns run around the torysince here one must consider not only
the two principal objects, the ions and the tolud, also the region surrounding the torus, around
which the ions move.

Another type of interrelationship is the Factuatu@terfactual interrelationship.

(17) We have omitted the complicated equations, thempcehensible big and small numbers and
~A (Counterfactual)
the sophisticated graphs. Instead, we have inseteate simple graphs and pictures.
A (Factual)

We will adopt Talmy’s symbols for representing #iernatives, using to stand for the factual al-
ternative and~A to designate the corresponding counterfactual (8660, p. 297). Thus the above
example (17) could be considered in terms of thlevidng paraphrase in order to illustrate more
clearly the particular interrelationship:

(17a)Wehave [not inserted] the complicated equations, the incomprehensilgeabd small num-
bers and the sophisticated graphs. Instead, we hmeegted some simple graphs and pictures.

The paraphrased predication can be interpretedmegentingd as more desirable than its coun-
terfactual~A, i.e. the occurrence of A and the nonoccurrencedak the preferable event realization.

Multiple instance of windowing can occur at the saime, each with respect to several concurrent
event frames:
(18) (a)Currents run from the magnetosphere to the ionagpakng the magnetic field lines.
Figure Source Goal Path
(path event with full windowing featuririgigure, Fact-of-Motion, Source, Goal and Ppath

(b) ...the plasma runs to the wall
Figure Goal
(path event with final windowing and initial and dw& gapping featuring Figure, Fact-of-Motion
and Goal)

(c) These lasers would always run at or below the QNL
Figure Ground
(interrelationship event/Figure, Ground)

(d) Once the parameters are set, we run the line sdawdimes
Agent Resulting subevent
(initiator agent — causal-chain event, gapping@neund and the intervening actions and window-
ing the Initiator/agent and the Resulting subevéi@;Resulting subevent is put into an iterativeley
and represents a cycle event frame)

(e) Once the electrons have passed the depletion regiey move back
Factual event (Figure+Fact-of-Motion+GroufRdjure Path (The Ground is gapped
(factual/path/cycle event with factual event windagvand the counterfactual event being gapped)

(f) If they run at different speeds, in order to caitalthe temperature one has first to calculate
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Factual event (Figure+Fact-of-Motion+Manner, Groand Path gapping)
their velocity relative to the center of magsomparison frame/ Factuality event, with Factual
event windowing and Counterfactual gapping)

According to Talmy (2000), an ‘equational’ sentece®m be considered as an extension of Figure
and Ground from the physical domain. Its very namgies the equivalence of its elements. Actually,
it exemplifies the same difference as to a figugesus reference point corresponding to what we saw
above for the spatial sentences. This can beréliest in an inverse pair of sentences like thevoll
ing:
(21) If all the children are running at exactly @me speetthe temperature is zero

? If all the children are running at exatllg same speezéro is the temperature

Talmy suggests it is appropriate to interpret threner example as a fixed reference point and the
latter as displaced, and inappropriate to treamtlhice versa, hence the difference in acceptability
between the otherwise equivalent inverse sentences.

This semantic parallel between ‘equational’ sergsremd locative sentences is further elaborated
by including in their underlying deep structures tirepositiorat, hence at the surface it will look as,
for example,

(22) ...the temperature is at zero.

There is in fact syntactic evidence for somethifths sort in English with the prepositi@s, at
least for copula sentences where the second nomipagsses the role or function of the first.

(23) The SPS now operates as one of the acceleratdng ibHC chain.

(24) ...the slave laser will operate as a free runningetas

Figure and Ground properties can involve semasiitofs beyond those treated so far — such as
perspective point, multipart complexity, incorpamat into action or direction, indeterminacy, and
multiple embedding — each associated with certamastic patterns. However, studying these factors
in detail remains outside the scope of this paper.

4 Construction grammar

The main motivation behind Construction Grammathis assumption that grammatical construc-
tions can be meaningful, in part independentlyhef tontent words that realize specific instances of
the construction.

Research in the field of construction grammar shdves there are a number of different types,
each with its own specific characteristics: Kay &iltinore’s (1999) theory of Construction Grammar,
Goldberg's Construction Grammar, Radical Constamctsrammar (cf. Croft 2005), Embodied Con-
struction Grammar (Bergen, Chang 2002). Due tdithigations of this paper we only focus on Gold-
berg’s Construction Grammar (1995).

Goldberg (1995, p. 24) explores the nature of #tationship between verbs and constructions by
posing three questions:

What is the nature of verb meaning?

What is the nature of constructional meaning?

When can a given verb occur in a given constru@tion

To answer the first question Goldberg argues iodawf the Frame Semantics view of verb mean-
ing (e.g. Fillmore 1977b, 1982), which we discusgedhe first section. Goldberg argues that this
account of word meaning which claims that the meguaif individual words is understood against the
background of a particular conceptual frame (or @omin Langacker’'s terms) is necessary, among
other reasons, for explaining the distribution d¥erbial expressions. Consider the examples in (25)

(25) (a)Lily staggered into the kitchen slowly

(b) ?Rily bounded into the kitchen slowly

Goldberg suggests that a frame provides the basisrainderstanding of the nature and manner of
the motion involved, which explains why slowly caccompany stagger but not bound.

To answer the second question, Goldberg (1995nsl#nat constructions form a network. Within
this network, some constructions share the samainmgsa This means that constructions are not asso-
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ciated with unique fixed meanings, but that thetenact with other constructions in a rather “fluid
network of relationships”. It follows from this wiethat constructions, just like words, will exhibit
polysemy, for instance (26).

(26) (a)Mary faxed John a repart

(b) Mary knitted John a hat.

(c) Mary owes George a dollar

All the instances in (26) are ditransitive constiats. (26a) implies SUCCESSFUL TRANSFER
of the report to John, example (26b) only impliSs§ ENDED TRANSFER (it's possible that Mary
will suffer a crisis of confidence and John willvee see the hat). In (26c), it is unclear whetludmJ
will ever receive the money, or indeed whether Mavgn intends to repay it. In Goldberg’'s words,
SUCCESSFUL TRANSFER (26a) represents the protagysense of the ditransitive construction,
while the other examples share only aspects opthtypical sense (TRANSFER) while differing
from it in other respects (the TRANSFER is intendegotential). These examples also show how the
construction and the verb itself contribute to ¢lverall meaning of the sentence. While the construc
tion determines what the possible meanings are N&2ER, successful or otherwise), the verb de-
termines which of these possible meanings is elisiccording to Goldberg, “constructions which
correspond to basic sentence types encode ascdrgnal senses event types that are basic to human
experience”. (Goldberg 1995, p. 39). The TRANSFERw entity from one person to another is a
common scene in everyday life, which makes it basit fundamental to human experience.

To answer the third question and to explain whigsrthe choice of a particular verb in a particular
construction, Goldberg proposes that while verlesamsociated with participant roles, constructions
have argument roles. In other words, the Frame iseseof a given verb, as we saw in the first sec-
tion, is associated with frame-specific particigariior example, the verb go might be associatdd wit
the participant roles MOVER, SOURCE and GOAL, wtiite verb play might be associated with the
participant roles PLAYER and GAME. These examplekikdt that participant roles are related to
rather specific meanings associated with their &adomain of experience. Additionally, Goldberg
adopts Langacker’s (1987) view that a particulabygofiles particular participants within its fram

(27) (3 Bob robbed Mary (of hope)

(b) Bob robbed hope (from Maxy

(28) a. Bob stole hope (from Mary).

(b) *Bob stole Mary (of hope)

While rob obligatorily profiles THIEF (Bob) and TARGET (Makysteal obligatorily profiles
THIEF (Bob) and (metaphorical) GOODS (hope). Opibn either verb may represent a third partic-
ipant as a peripheral prepositional phrase (27a),2Be sentences become ungrammatical if this op-
tional participant is represented as the directcti(27b; 28b).

The two verbs are related because they are assteigh the same set of participant roles, THIEF,
TARGET, GOODS. The difference between the two vésttmaptured in terms of their profiling prop-
erties:rob profiles TARGET instead of GOODStealprofiles GOODS instead of TARGET.

Unlike the specific characteristics of participasies, the argument roles in the sentence-level con
structions of Goldberg’s model are of a more gdremantic kind. This type of approach divides the
clause into predicate and arguments. From the péiview of semantic roles, the predicate is uguall
a single word that can be considered as the cegigalent of the sentence. This word expresses the
action, event, property or relation that the cladmsscribes.

The semantics of the predicate determines thaitlitake a certain number of arguments which are
the participants or entities that the predicatalireg in order to complete its meaning: a verb ke
rive only involves a single participant, while alvdike hit involves two and a verb like send inved
three. The term valency is traditionally used ter¢o the number and type of arguments that aipred
cate requires; argument structure is an alternagitra for valency. Apart from the obligatory paofs
the sentence that are required by the predicates thre optional parts that provide circumstamiial
formation (expressions of place, manner, time, Bbey are not included in the argument structure of
that predicate.

However, the semantic roles approach goes notsintly the number of arguments required by a
predicate but also looks at the types of argumesgaired in terms of their semantic properties. For
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example, the verb arrive requires a participanabgpof moving in the first place, while the vednd
requires a receiver. Another name for semanticrisléhematic roles. Some examples as summarized
by Goldberg (1995) are given in (29).

(29) Semantic roles

a. AGENT volitional initiator of action

b. PATIENT undergoes effect of action; change afest

c. THEME moved by action or whose location is dibsat

d. EXPERIENCER sentient and aware of action/statenbt in control
e. BENEFICIARY for whose ‘benefit’ action is perfoed

f. INSTRUMENT means by which action is performed

g. LOCATION place in which event takes place

h. GOAL entity towards which something moves

i.

SOURCE entity from which something moves

Example (30) illustrates a prototypical AGENT ar&TFENT.
(30) [We] run [the line scan].
AGENT PATIENT

The idea of semantic roles stands out in modeguistics, and both formal and cognitive models
use it to address the relationship between granamdrmeaning. Semantic roles are central in Lan-
gacker’s (1987) Cognitive Grammar where the grarmabsubject and object participate in a proto-
typical action chain model. The AGENT is conceivederms of ‘energy source’ and PATIENT in
terms of ‘energy sink’. This model explains actased passive constructions on the basis of marked
coding or TR-LM reversal. In this respect, Langatkenodel is rather similar to Goldberg’s, in that
AGENT and PATIENT are not linked directly to indikial verbs but to some underlying representa-
tion that structures the clause. However, whiledaaker focuses on the cognitive model that under-
lies the clause, Goldberg focuses on the gramnhaiieestruction itself that arises from this cogreti
model.

Goldberg claims that some constructions are metaaiextensions of other constructions. For
example, she suggests that the resultative cotisinum (31a) is a metaphorical extension of the
caused motion construction in (31b).

(31) (a)She was not beautiful, not a woman to make memaah
(b)We run the hot plasma into the walls of its contaent vessel

The similarity between these two construction tys®lves around the interpretation of the result
phrase (the adjective phrase (AP) mad in (31a3) tsgpe of metaphorical GOAL, parallel to the actual
GOAL expressed by the PP (prepositional phras#drcaused motion constructiant6 the wallsin
(31b)). In other words, the resultative construttidenotes a metaphorical movement towards a
GOAL or a metaphorical change of location. As Geldppoints out, a further support to this differen-
tiation is the fact that resultatives do not per@@AL PP phrases. This she explains by the fadt tha
the result (adjective) phrase already expressegrtagphorical) GOAL, so the expression of an addi-
tional GOAL is redundant.

In sum, constructions are related and form a coxpédwork, and any given construction might be
linked to a number of other constructions. Althoulye set of characteristics must be learnt for each
group of constructions, novel instances of the wanson occur frequently. This reminds of Langack-
er's notion of entrenchment and emphasizes theedsaged essence of Goldberg’s model.

In Goldberg’s model, verbs are seen as relatedamé& Semantics, thus participant roles are rec-
ognised and mapped onto the argument roles, whigldetermined by the particular construction.
From a Construction Grammar perspective, the meawfitinguistic expressions is considered as be-
ing identified by the constructions (sentence-lepagterns), and not as a sum of the subparts’ mean-

ing.
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5. Conclusion

This paper presented a number of cognitive linguisethods and approaches to language studies
aiming at the identification of meaning-in-form Wwhiocusing on the role of meaning. Cognitive lin-
guistics distinguishes between cognitive semarais$ cognitive grammar, the former studying the
interrelation between human experience, concepitsdém and the semantic structure in language and
the latter investigating how cognitive principle® applied in linguistic organization and struatari
Unlike formal approaches to language in which gratiral structure is studied independently of
meaning, cognitive grammar and cognitive semarsiady the language system and its relations to
the conceptual system and embodied experience., Hrame semantics introduces the notion of
frames which are schematic representation of espeei and serve as background against which the
word-meaning is identified and understood. The oflérames and image schemas for the particular
meaning recognition and for identifying the oblmygt and optional participants in the linguistically
expressed events can be traced in different cant&kie corpus of technical texts used in this study
showed corresponding event and path frames to timoBetion and media texts. Further, cognitive
linguistics uses the concepts of Figure and Graashmpted from Gestalt psychology to analyse lin-
guistic expressions. On the other hand, the cocttinal approaches to grammar discussed identify
grammatical constructions as symbolic units. Moegpithe constructions themselves are ‘stored
whole’ rather than ‘built’, i.e. language and liglic expressions, not only in technical texts, ban
studied and analysed by analyzing the network arest constructions rather than studying their sub-
parts. The network of constructions is viewed ageed and maintained by links established in terms
of structure and meaning.
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